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Wes Bos & @wesbos - Jan 12, 2022
Replying to @wesbos

| get charged ~$2 a month from AWS and I'm too scared to turn it off and
too lazy to figure out what is causing the bandwidth

| still get emails from a ~8 year old Client WordPress install, that I'm pretty
sure is an on-prem server. No idea how to access it, but it emails me
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@holly_cummins




Wes Bos £ @wesbos - Jan 12, 2022
| just turned off a digital ocean droplet that | created in 2013

| just deleted a snapshot from 2014 that I've been paying to 74 cents a
month store for 7 years.

Death by 1000 cuts.
Q 3 0 2 Q 84 1l T

@holly_cummins




@therealmarkwl, twitter



@therealmarkwl, twitter

what do these servers do?
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one is a backup for the
other.
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one is a backup for the
other.

yes, but what do they do?




@therealmarkwl, twitter

what do these servers do?

one is a backup for the
other.

yes, but what do they do?

no one has known for a
couple of decades




2013

Hey boss, | created a
Kubernetes cluster.

@holly_cummins@hachyderm.10 #RedHat
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2013

Hey boss, | created a
Kubernetes cluster.

| forgot it for 2 months.
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@holly_cummins@hachyderm.10 #RedHat

| forgot it for 2 months.

..and it's €1000 a month.
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Hey boss, while | was
working on a QCon talk
about sustainability ...

{

\
3
L

@holly_cummins@hachyderm.10 #RedHat



mailto:holly_cummins@hachyderm.io

2023

@

(T
|

Hey boss, while | was
working on a QCon talk
about sustainability ...

{

\
3
L

@holly_cummins@hachyderm.10 #RedHat

| left the Quarkus CI
on Mac disabled
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Hey boss, while | was
working on a QCon talk
about sustainability ...
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@holly_cummins@hachyderm.10 #RedHat

| left the Quarkus CI
on Mac disabled

.. and the instance is $159 a
month.
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‘measure, don't guess’

(or decide based on stories on the internet)



actual picture of a zombie
(it'sinvisible)
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2015 survey

30%

of 4,000 servers doing
no usetul work
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201/ survey

29%

of 16,000 servers doing
no usetul work
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zombie

"they haven't delivered any information or
computing services tor six months or more”
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‘comatose servers
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Jdnder-utilised servers
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‘much of the energy consumed by U.S. data
centers is used to power more than 12
million servers that do little or no work most
of the time”

NRDC
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https://www.nrdc.org/sites/default/files/data-center-efficiency-assessment-IB.pdf

the average server:
12 - 18% of capacity

30 - 60 % of maximum power
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https://www.anthesisgroup.com/wp-content/uploads/2019/11/Comatose-Servers-Redux-201/.pdf

2014 survey ¥

299 Q

of 4 OO0 active less than
5% of the time
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2021 study

https://www.business2community.com/cloud-computing/overprovisioning-always-on-resources-lead-to-26-6-billion-in-public-cloud-waste-expected-in-2021-02381033

@holly_cummins #RedHat



2021 study

$26.6 billion

https://www.business2community.com/cloud-computing/overprovisioning-always-on-resources-lead-to-26-6-billion-in-public-cloud-waste-expected-in-2021-02381033

@holly_cummins #RedHat



2021 study

$26.6 billion

wasted by always-on

https://www.business2community.com/cloud-computing/overprovisioning-always-on-resources-lead-to-26-6-billion-in-public-cloud-waste-expected-in-2021-02381033



it's not just runtime costs
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it's not just runtime costs

embodied carbon
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mailto:holly_cummins@hachyderm.io

wny does this happen?

@holly_cummins@hachyderm.10 #RedHat
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NETWORKS Missing Novell server discovered after four
years

BOFH meets Edgar Alan Poe

A John Leyden Thu 12 Apr2001 1145 UTC

e v (f (in o In the kind of tale any aspiring BOFH would be able to dine out on for manths. the

University of North Carolina has finally located one of its mast reliable servers - which
nobody had seen for FOUR years.

Orne of the university's Novell servers had been doing the business for years and nobody
stopped tc wonder where it was - until some bright spark realised an audit of the campus
netwwork was well overdue.

According to a report by Techweb it was only then that those campus techies realised
they couldn't find the server. Attempts to follow network cabling to find the missing box
led to the discovery that maintenance workers had sealed the server behind a wall.

I'hings buried behind walls belong more to the world of Edgar Alan Poe than that of the
BOFH. And think of the horror facing the college techies if they ever replace this old

Novell server with an NT box.

managing machines is hard

of Death awaits you, fellas. ®

hs — heat that, readers!
onal 486 fleet!

@holly_cummins #RedHat
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in o In the kind of tale any aspiring BOFH would be able to dine out on for manths. the
University of North Carolina has finally located one of its mast reliable servers - which
nobody had seen for FOUR years.
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Orne of the university's Novell servers had been doing the business for years and nobody
stopped tc wonder where it was - until some bright spark realised an audit of the campus
netwwork was well overdue.

- maintenance workers had sealed the server behind a wall.
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BOFH. And think of the horror facing the college techies if they ever replace this old
Novell server with an NT box.

managing machines is hard

of Death awaits you, fellas. ®

hs — beat that, readers!
onal 486 fleet!

@holly_cummins #RedHat
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@holly_cummins@hachyderm.10

#RedHat
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projects ended
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projects ended

business processes changed
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projects ended
business processes changed

over-provisioning
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projects ended
business processes changed
over-provisioning

isolation requirements

@holly_cummins@hachyderm.10 #RedHat
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rISK averse processes

Marcus Lyons @marcuslyons_-Jan 12,2022
Replying to @wesbos
We had at least 20 of those at my last job.

No one knew what they were for, took nearly 9 months of bureaucracy to
finally shut them down

O 0l Q 1 1l T,

@holly_cummins #RedHat



“we run this as a batch job on weekends -
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‘we run this as a batch job on weekends,
puUt the servers stay up all week”

@holly_cummins #RedHat



“we only use this system in UK working hours

@holly_cummins #RedHat



‘we only use this system in UK working hours,
but we leave it running 24// "

@holly_cummins #RedHat



auto-scaling algorithms are optimised Tor availability

@holly_cummins #RedHat



green computing model: the Tour vowels
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green computing model: the Tour vowels

== "elasticity
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green computing model: the Tour vowels

elasticity

Jtilisation
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green computing model: the Tour vowels

£ elasticity

o efficiency
Jtilisation

@ utility
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green computing model: the Tour vowels

elasticity

Jtilisation
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Jtilisation

application

@holly_cummins



Jtilisation

high utilisation
good case

application
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Jtilisation

over-utilisation
very bad case

application

@holly_cummins



Jtilisation

over-utilisation
very bad case

under-utilisation
wasteful case

@holly_cummins

application



elasticity

high utilisation
good case

application

@holly_cummins



elasticity

scale-up
good utilisation

application
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elasticity

scale-down
good utilisation

@holly_cummins



green computing model: the Tour vowels
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efficiency
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green computing model: the Tour vowels

& Utility

@holly_cummins #RedHat



why utility matters

There is nothing so useless as
doing efticiently that which
should not be done at all.

Peter Drucker

@holly_cummins #RedHat


https://www.brainyquote.com/authors/peter-drucker-quotes

‘efficient zombies”

@holly_cummins #RedHat



NOwW doO we solve the zombie problem?
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NOwW doO we solve the zombie problem?

detection and destruction

@holly_cummins #RedHat



Q. Search

The Stanford Baily

Arts & Life

Top 5: Ways to kill a zombie

By Intermission Staff
Oct.21,2011,12:35am.

To commemorate the second season premiere of “The walking Dead”
on AMC last Sunday, the cast selected their choice zombie-slaying
tools at New York Comic-Con. We here at Intermission aren’t sure if
we're ready to live a life of secluded Twinkie-eating and cockroach-
befriending quite yet, but just in case that darned zombie apocalypse

pops up anytime soon, here's how wed deal with those undead suckers.

Eternal flamethrower

We're fairly certain we've never seen a George A. Romero flick with
fire-retardant zombies, so this is a pretty safe bet. Throw in some sort
of technological innovation to keep the flame going and it’s the gift
that keeps on giving.

r Subscribe to Digest J Account
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system archaeology

.. 1S Not easy

@holly_cummins #RedHat



SCream test

@holly_cummins #RedHat



‘eco-monkey”

@holly_cummins #RedHat



the scream is real

#RedHat @hol ly_cummins



this internal server the scream is real
doesntseem to have

3 pUrpose

#RedHat @hol ly_cummins



this internal server the scream is real
doesntseem to have

3 pUrpose

let's turn it off!
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this internal server the scream is real
doesntseem to have

3 pUrpose

let's turn it off!

JUn ... why did the
backbone of a
client’'s network
just vanisn?

#RedHat @hol ly_cummins



this internal server the scream is real
doesntseem to have

3 pUrpose

let's turn it off!

JUn ... why did the
backbone of a

client's network %f
just vanisn?

#RedHat @hol ly_cummins

\ >




long meetings

IT Department, UK Bank



let’s figure out what all
these cloud workloads are,
since I'm paying for them

long meetings

IT Department, UK Bank



long emails
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all the —opses

@holly_cummins #RedHat



GreenOps

@holly_cummins #RedHat



GreenOps

greenops is a mid-sized trilobite (really)

@holly_cummins #RedHat



-FINOPSs

figuring ou

@holly_cummins

L WNO IN your company

#RedHat

orgot t

turn off

their cloud



August vs September ~

Data Processing

9 entities, sorted by COSt

@ AUGUST 2020 ® SEPTEMBER 2020 COST GROWTH

$200,000 $250,000

$49,000

$30,000

pipeline-d
August 2020 $36,000
September 2020 $42,000

pipeline-g pipeline-b pipeline-c

@holly_cummins
#RedHat



Data Processing August vs September ~

9 entities, sorted by cost

& AUGUST 2020 @ SEPTEMBER 2020 COST GROWTH
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$200,000

$49,000

$30,000
pipeline-d

August 2020 $36,000
September 2020 $42,000

pipeline-c
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Data Processing August vs September ~

9 entities, sorted by cost
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$200,000
$49,000
*COSt insignits plugin

$30,000
pipeline-d

August 2020 $36,000
September 2020 $42,000

pipeline-c
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Data Processing August vs September ~

9 entities, sorted by cost

& AUGUST 2020 @ SEPTEMBER 2020 COST GROWTH
$250,000 b ad(Sta g e | O

$200,000
$49,000
*Cost InsIgnts plugin

Do footprint plugin

$30,000

pipeline-d
August 2020 $36,000
September 2020 $42,000

pipeline-b

@holly_cummins
#RedHat


http://backstage.io

AlOPS

* Density
» Granulate
* Turbonomic Application Resource Management

» 50 Logic
* elC
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improvement from installing Turbonomic
in IBM CIO office



trattic monitoring

@holly_cummins #RedHat



pUL.
knowing is only half the battle.

@holly_cummins #RedHat



the ikea effect
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the ikea effect

abour
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the ikea effect

abour ————

@holly_cummins #RedHat



the ikea effect

abour — |ove
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shut it down’?
but ... what it
heed this

cluster later”

@holly_cummins #RedHat



elasticity ~ ~

native quarkus starts
faster than a light bulb

@holly_cummins #RedHat



- a o | ultimate elasticity

#RedHat @hol ly_cummins



we don't switch the light ofT
because we're not sure if it will
come back on

@holly_cummins #RedHat



we don't switch the server off
because we're not sure if it will come
back on

happens all the time

@holly_cummins #RedHat



we don't switch the server off
because it would be too much work
to recreate It

happens all the time

@holly_cummins #RedHat
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turning it oftf and on again must

#RedHat @hol ly_cummins



turning it oftf and on again must
- be fast ©
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turning it oftf and on again must
- be fast ©
» actually work
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turning it oftf and on again must
- be fast ©
» actually work

* idempotency
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turning it oftf and on again must
- be fast ©
» actually work

* idempotency

* resiliency

#RedHat @hol ly_cummins



making turning servers off as safe and easy as turning lights off

#RedHat @hol ly_cummins



| ightSwitchOps °

making turning servers off as safe and easy as turning lights off

#RedHat @hol ly_cummins



/

we used to leave Simple SCripts
our applications

running all the time

@darkandnerdy, Chicago DevOpsDays

#RedHat @hol ly_cummins



/

we used to leave simple SCripts
our applications

running all the time

when we
scripted turning
them ofT at night,
we reduced our
cloud bill by
30%

#RedHat @hol ly_cummins

@darkandnerdy, Chicago DevOpsDays
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GItOpPSs

@holly_cummins #RedHat



GItOpPSs

(infrastructure as code)

@holly_cummins #RedHat






spin it down




spin it down
spiNn it up

kubectl apply -f all-my-cluster/




spin it down
spiNn it up

kubectl apply -f all-my-cluster/




spin it down
spiNn it up




reducing snowftlakes
reduces redundancy



we need to have another
copy Of our expensive cluster in

another region so we have
failover!




we need to have another
copy Of our expensive cluster in
another region so we have

failover!
JN ... sounds

expensive. are you
sure about that”




rapid recovery does not
require redundant servers



zOMDie reduction does
not need to be tancy



large bank, 2013

50%

reduction in CPUs with a
lease system

@holly_clt



large bank, 2013

50%

reduction in CPUs with a
lease system
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things that (maybe) don't help



things that (maybe) don't help

‘out of sight, out of mind”

@holly_cummins #RedHat



@holly_cummins

Corey Quinn @QuinnyPig - Jul 29, 2020

Replying to @QuinnyPig

The beauty of cloud is in its elasticity. It lets you scale up to meet traffic
demands, and then when that traffic wanes you can keep your scaled up

environment running in perpetuity to help send some engineers' kids to
college.

QO 1 T 10 QO 62 T

#RedHat




things that (maybe) don't help
virtualisation

2019 survey

30%

of virtual servers doing
No usetul work

@holly_cummins #RedHat



things that (maybe) don't help

virtualisation

2019 survey
O O
30% 50%
of virtual servers doing of virtual servers active

no useful work less than 5% of the time

@holly_cummins #RedHat



you still need to remembper to
turn the virtual machine oft

@holly_cummins@hachyderm.10 #RedHat
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what about serverless?



modernising to serverless is a big litt



mMay Not suit latency-sensitive workloads



"we solve the cold-start problem by ...

.. keeping an instance running but not billing you"



serverless systems may have high overheads

application

@holly_cummins



serverless systems may have high overheads

application

control plane

@holly_cummins



serverless systems may have high overheads

control plane
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serverless systems may have high overheads

control plane

@holly_cummins



https://hotcarbon.org/pdf/hotcarbon22-sharma.pdf

Challenges and Opportunities in Sustainable Serverless Computing

Prateek Sharma
Indiana University Bloomington
prateeks @iu.edu

Abstract

Serverless computing has rapidly emerged as a popular
deployment model. However, its energy and carbon im-
plications are unclear and require exploration. This paper
takes a look at the fundamental distinguishing attributes
of serverless functions, and shows how some of them
make energy-efficiency challenging. The programming
model and deployment requirements of serverless func-
tions makes them terribly energy inefficient—consuming
more than 13X energy compared to conventional web
services. On the bright side, FaaS is still actively expand-
ing, and there is also an opporlunity for rethinking FaaS
resource management and deployment models, and make
carbon efficiency a primary consideration. We present a

41

and scientific computling, NOW Use€ Functions as a Ser-
vice (FaaS) offerings of cloud platforms such as Amazon
Lambda, Azure and Google Functions, elc.

Given the sharp rise in its popularity, what are the en-
ergy and carbon implications of FaaS’ While serverless
computing has many benefits for applications, 1ts pro-
gramming model has imposed many resource manage-
ment and optimization challenges for Faa$S providers [28].
In the first part of this paper, We explore some of the key
energy challenges that are a fundamental derivative of the
Faa$ programming and deployment models.

Our preliminary empirical investigation suggests that
Faa$ applications can be up 10 15 more energy hungry
than conventional web services. This energy and carbon

(in)efficiency is unfortunately a fundamental attribute of
— s 14



https://hotcarbon.org/pdf/hotcarbon22-sharma.pdf

virtualisation overheads
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are all parts of the system elastic?



things that detinitely don't help



things that don't help

prevention

@holly_cummins #RedHat



things that don't help

prevention (7

@holly_cummins #RedHat



surely shutting the barn door before
the horse has left is a good idea”




prevention == neavy governance



remember the ikea effect?



remember the ikea effect?

Deople will not surrender
servers that were hard to get



zOMDIes are Not just servers



data



traftic



7OMDIie packets



internet background noise

@holly_cummins #RedHat



internet background noise

5.5 gigabits/s

@®holly_cummins . #RedHat



UNSolved problem == opportunity

@®holly_cummins . #RedHat



the double-win

turning things oft saves a lot of money

@holly_cummins #RedHat
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USers ...

@holly_cummins
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USers ...

Up utilisation
aim for elasticity
imit kubespraw!

de-zombity

know what youre using
turn it oft






tool creators, support

9



tool creators, support

O petter utilisation
. elasticity

1 multi-tenancy

de-zombitication
visibility
disposability



GreenOps
-INOPS

AlOps

GitOps

L ightSwitchOps
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thank you
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